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Linear Regression

A Simple linear regressiois a statistical method that
allows us to summarize and study relationships
between two continuous variables

¥ 5

A One variable, denoteg, is regarded as
the predictor, explanatory, orindependentvariable
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|

A The other variable, denotey is regarded as
the response outcome, or dependentvariable
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Slope and Intercept

A The intercepti(,) is predicted
from the regression eqguation
when X =0

A The slopei(,) is the increase in
the Y variable associated with a
unit increase of the X variable ..

A If we know X, then we can
calculate the predicted value of ¥
by multiplying the slope and
adding the intercept




LeastSquares Regression

ABut the prediction ®) is not perfect it has some prediction erroré 'Y

Q w w
AUsing iterative derivation, we can find the
values of andf that makethe sum of

the squared predictiorerrors (Q) - also U (0 o)
known as thaesidual sum of squares

AAnd we can calculate theseast squares estimatbe rearranging the equation:

i W i 0 i B B(do oo)(oo W)
(v W




Residual Sum of Squares
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The fitted regression line ensures
that the residual sum of squares
the sum of the squared deviation
from each point to the line is
minimized

d, is the deviation for point ¥ and
d; is the deviation for pointY;, etc.




Coefficient of Determinationr

A A natural index that describes the relative importance of regression versus
the residual variation

A The proportion of the variation in the Y variable (response) that can be
attributed to variation in the X variable (predictor) by the regression line

A The larger the value, the smaller the error and more closely the data match
the fitted regression line

A Ranges from 0 to 1: can be converted to 0 to 100 to represent percentages

A Does NOT indicate cause and effecbnly indicates correlation UNLESS the
Investigator properly set up a true experiment to test all variables



Hypothesis Testing

A Our null hypothesis is that the effect of X ori }) floes not differ from 0

A We can test the null hypothesis using an ANOVA tabite:an Fratio larger
than the CV and a-palue smaller thaJ, we can reject the null

A A high Fratio denotes that the variance accounted for by the regression is
larger than the residua] or what is not accounted for by the relationship

A We can also test using confidence intervals constructed by the standard
errors: if the confidence intervals do not include O, we reject the null



Inaccuracy with Extrapolation

A Linear models can
approximate nodinear
functions over a limited
domain of the X variable

A Extrapolations will be
Increasingly inaccurate =
as we move farther
away from the range of
collected data

Extrapolation

Interpolation Extrapolation

X



Assumptions of Linear Regression

AlLinearity: The relationship between ‘
the two variables iinear

AHomoscedasticityThe variance 351 |
around the regression line is the same
for all values oK

University GPA
w

ANormally distributed errorsThis
means that the deviations from the 251
regression line are normally
distributed. It does not mean that X or :
Y is normally distributed. 3 25 ] 3 :

High School GPA




Diagnostic Tests for Regression

APlot the residuals! 3 o o
g = 080%83%: cgoo ° o%ogggom c_-?)
ACheck for homogeneity of S o 3 @%@owm%ﬁv mi‘i’%%%a%@ E
variance g € 2% B e | 8

ACheck for normality
ACheck for outliers

Residuals.c
Residuals.d
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Fitted Fitted



Linear Regression in Excel

1. Bring in dataset

2. Name dependent and > y=4E06x 1158
Independent variables 3 e
2.5

3. Create a scatterplot
4. Add regression line

ELEVATION
o

5. Determine Rvalue
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Linear Regression in R

A Determine relationship

I Bruce gain

between helght and Welght Estimated heights and weights ]Haght(cm)
Of on-screen Batmen ‘_t’
APlot the relationship and fit e o
a line through the data
180
Als the weight of a student 170
significantly predicted by -
their height? &
AWhat is the R? Book. Wt tetn  Gimer s B Brioone Affec
Whatdoes this mean? ocytsty | ssemfucky Wacufisky kemiyske oen/raky cniecks dou/dy 195tk
Sources: Moviepilot; IMDb *From "The Lego Movie”, not to scale



Multiple Regression

AMultiple linear regressioris used to explain the relationship betweene
continuous dependent variable and two or more independevdariables

ATheindependent variables can be continuous or categorical (durrwaed)

ASame assumptions as simple linear regression, but also there is no
multicollinearityc the independentvariables are not too highlgorrelated

AAdding independent variables to a multiple linear regression model will always
Increase the amount of explained variance in the dependent var@&le

AThereforeadding too many independent variables without any theoretical
justification may result in an ovdit model
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A TheAkaikeinformation criterion (AIQ is anestimatorof the relative quality
of statistical modelgor a given set oflata toeach of the othemodels

A Thepreferred model is the one with the minimum At&lue

A AlCrewardsgoodness of fi{fas assessed by the likelihood function), &iso
Includes a penaltfor increasing thenumber of estimategpbarameters

A The penalty discouragesverfitting, because increasing the number of
parameters in the model almost always improves the goodness of the fit.

0 06cQcli



Multiple Linear Regression in R

A Determine relationship between weight, carbs, protein ingested, and age

AWhat is the direction of the relationships

between weight and each variable? "0‘0“‘ na'ns

AAre any of the variables significant?

h
AWhat is the R? What does this meah 's N Fa
A2 KI'G Aa U0UKS daoSadé e [

step model selection? From AIC?




Generalized Linear Regression
Al 2y AARSHBNRNSGEWEY 6 SOFdzaS UKS NBfFGAZY
AThereare three components to angLM:

A RandomComponent the probability distribution of the response variable) (Y

A Systematic Componerg specifieghe explanatory variables(, X,, ...X) in the
model and theildinear combination in creating the so calllaear predictor

A Link Functiorg, specifieghe link between random and systematomponents

A Assumptions:

A The dependent variable is independent, but NOT normally distributed
A Linear relationship between transformed response and explanatory variables
A Homogeneity of variance does NOT need to be satisfied



Link Function of GLMs

A linear funthion of
explanatory variables

A function of the mean response:
link function Residual noise with some distribution
depending on what kind of data the
responses Y, are



GLM Families

Family Default Link Function A Binomial (logistic regression);

— o predicting a binary outcome
binomial (link = "logit") A Presence of species
gaussian (link = "identity") A Quatibinomial overdispersion
Gamma (link = "inverse”) A Gaussian: data are continuous but

| — not normal (log)
inverse.gaussian (link = "1/mu*2") A Gamma: continuous but do not

poisson (link ="log’) contain zeros
quasi (link = "identity", variance = "constant”) A ppisson: predicting counts
quasibinomial  (link = "logit") A Number of individuals

o . A Quasipoissornoverdispersion
guasipoisson (link = "log")



Generalized Linear Models In R

A How does changing the Im()
to glm() change the output on
a normally distributed model?

A How does changing the link
function in a model change
the result?




