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ÅSimple linear regressionis a statistical method that 
allows us to summarize and study relationships 
between two continuous variables

ÅOne variable, denotedx, is regarded as 
the predictor, explanatory, or independentvariable

ÅThe other variable, denotedy, is regarded as 
the response, outcome, ordependentvariable

Linear Regression
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Slope and Intercept
ÅThe intercept (̡0) is predicted 

from the regression equation 
when X = 0

ÅThe slope (̡1) is the increase in 
the Y variable associated with a 
unit increase of the X variable

ÅIf we know X, then we can 
calculate the predicted value of Y 
by multiplying the slope and 
adding the intercept



ÅBut the prediction (ώ) is not perfect - it has some "prediction errorέΥ

ÅUsing iterative derivation, we can find the 
values of and  that make the sum of 
the squared prediction errors (Q) - also 
known as the residual sum of squares

ÅAnd we can calculate these least squares estimate be rearranging the equation:

Least-Squares Regression
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Residual Sum of Squares

The fitted regression line ensures 
that the residual sum of squares ς
the sum of the squared deviation 
from each point to the line ςis 
minimized

di is the deviation for point Yi, and 
dj is the deviation for point Yj, etc. 



Coefficient of Determination (r2)
ÅA natural index that describes the relative importance of regression versus 

the residual variation

ÅThe proportion of the variation in the Y variable (response) that can be 
attributed to variation in the X variable (predictor) by the regression line

ÅThe larger the value, the smaller the error and more closely the data match 
the fitted regression line
ÅRanges from 0 to 1: can be converted to 0 to 100 to represent percentages

ÅDoes NOT indicate cause and effect ςonly indicates correlation UNLESS the 
investigator properly set up a true experiment to test all variables



Hypothesis Testing
ÅOur null hypothesis is that the effect of X on Y (1̡) does not differ from 0

ÅWe can test the null hypothesis using an ANOVA table: with an F-ratio larger 
than the CV and a p-value smaller than Ŭ, we can reject the null

ÅA high F-ratio denotes that the variance accounted for by the regression is 
larger than the residual ςor what is not accounted for by the relationship

ÅWe can also test using confidence intervals constructed by the standard 
errors: if the confidence intervals do not include 0, we reject the null



Inaccuracy with Extrapolation
ÅLinear models can 

approximate non-linear 
functions over a limited 
domain of the X variable

ÅExtrapolations will be 
increasingly inaccurate 
as we move farther 
away from the range of 
collected data



Assumptions of Linear Regression
ÅLinearity: The relationship between 

the two variables is linear

ÅHomoscedasticity: The variance 
around the regression line is the same 
for all values of X 

ÅNormally distributed errors:This 
means that the deviations from the 
regression line are normally 
distributed. It does not mean that X or 
Y is normally distributed.



Diagnostic Tests for Regression
ÅPlot the residuals!

ÅCheck for homogeneity of 
variance

ÅCheck for normality

ÅCheck for outliers



Linear Regression in Excel
1. Bring in dataset

2. Name dependent and 
independent variables

3. Create a scatterplot

4. Add regression line

5. Determine R2 value



Linear Regression in R
ÅDetermine relationship 

between height and weight

ÅPlot the relationship and fit 
a line through the data

ÅIs the weight of a student 
significantly predicted by 
their height?

ÅWhat is the R2? 
What does this mean?



Multiple Regression
ÅMultiple linear regressionis used to explain the relationship between one 

continuous dependent variable and two or more independent variables

ÅThe independent variables can be continuous or categorical (dummy coded)

ÅSame assumptions as simple linear regression, but also there is no 
multicollinearity ςthe independent variables are not too highly correlated

ÅAdding independent variables to a multiple linear regression model will always 
increase the amount of explained variance in the dependent variable (R²)

ÅTherefore adding too many independent variables without any theoretical 
justification may result in an over-fit model



/ƘƻƻǎƛƴƎ ǘƘŜ ά.Ŝǎǘέ aƻŘŜƭ
Åά!ƭƭƳƻŘŜƭǎ ŀǊŜ ǿǊƻƴƎΣ ǎƻƳŜ ŀǊŜ ƳƻǊŜ ǳǎŜŦǳƭΦέ ςGeorge Box

ÅTheAkaikeinformation criterion (AIC) is anestimatorof the relative quality 
of statistical modelsfor a given set of data to each of the other models

ÅThe preferred model is the one with the minimum AIC value

ÅAIC rewardsgoodness of fit(as assessed by the likelihood function), but also 
includes a penalty for increasing the number of estimated parameters

ÅThe penalty discouragesoverfitting, because increasing the number of 
parameters in the model almost always improves the goodness of the fit.
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Multiple Linear Regression in R
ÅDetermine relationship between weight, carbs, protein ingested, and age

ÅWhat is the direction of the relationships 
between weight and each variable? 

ÅAre any of the variables significant?

ÅWhat is the R2? What does this mean?

Å²Ƙŀǘ ƛǎ ǘƘŜ άōŜǎǘέ ƳƻŘŜƭ ŀŎŎƻǊŘƛƴƎ ǘƻ 
step model selection? From AIC? 



Generalized Linear Regression
Å/ƻƴǎƛŘŜǊŜŘ άƴƻƴ-ƭƛƴŜŀǊέ ōŜŎŀǳǎŜ ǘƘŜ ǊŜƭŀǘƛƻƴǎƘƛǇ ƻŦ Ȅ ƻƴ ǘƘŜ ȅ ƛǎ ƴƻǘ ƭƛƴŜŀǊ

ÅThere are three components to any GLM:

ÅRandom Componentςthe probability distribution of the response variable (Y)  

ÅSystematic Componentςspecifies the explanatory variables (X1, X2, ...Xk) in the 
model and their linear combination in creating the so calledlinear predictor

ÅLink Functionςspecifies the link between random and systematic components

ÅAssumptions:

ÅThe dependent variable is independent, but NOT normally distributed

ÅLinear relationship between transformed response and explanatory variables

ÅHomogeneity of variance does NOT need to be satisfied 



Link Function of GLMs



GLM Families
ÅBinomial (logistic regression); 

predicting a binary outcome
ÅPresence of species

ÅQuatibinomial: overdispersion

ÅGaussian: data are continuous but 
not normal (log)

ÅGamma: continuous but do not 
contain zeros

ÅPoisson: predicting counts
ÅNumber of individuals

ÅQuasipoisson: overdispersion



Generalized Linear Models in R
ÅHow does changing the lm() 

to glm() change the output on 
a normally distributed model?

ÅHow does changing the link 
function in a model change 
the result?


