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Statistical Models
ÅAstatistical modelis amathematical modelthat embodies a set ofstatistical 

assumptionsconcerning the generation of somesample dataand similar data 
from a largerpopulation

ÅA statistical model is "a formal 
representation of a theory" 

ÅA statistical model is usually 
specified by mathematical 
equations that relate random 
variablesand possibly other 
non-random variables



Parametric vs. Non-parametric Models
Å Parametric models assume that sample data comes from a population that 

follows a probability distribution based on a fixed set of parameters
Å Uses info about the mean and deviation from the mean

Å Assumptions:
Å Normally distributed (both samples and error)

Å Homogeneity of variance

Å Interval or ratio data

Å Independence: no collinearity or autocorrelation



Test for Normality
ÅGraph the histogram of the data:
ÅSkewness: lack of symmetry

ÅKurtosis: heavy tailed

ÅCheck Q-Q Plot

ÅRun Shaprio-Wilk test



Test for Homogeneity of Variance
ÅAlso called homoscedasticity

ÅTest with model residuals

ÅResiduals shouldfall evenly 
across the line set = 0
ÅIf uneven or skewed pattern, 

homogeneity is not met

ÅIf pattern across data emerges, 
need to consider the effect of 
another variable



Check for Interval or Ratio Data
Å Interval data: we know not only the order, but also the exact differences 

between the values
Å Can calculate mean, median, model, standard deviation

Å 5ƻƴΩǘ ƘŀǾŜ ŀ άǘǊǳŜ ȊŜǊƻέ

ÅRatio data:they tell us the exact value between units, order, have an absolute 
zero
Å Can be subtracted, added, multiplied, divided

Å Can calculate mean, median, mode, standard deviation



Test for Multicollinearity
ÅCheck correlation coefficients between 
data in correlation matrix

ÅPlot a correlogramwith corr.plot()



Steps to Handle Violations of Assumptions
1. Select the correct parametric test and check assumptions

2. Change your model: Problems with distribution of residuals is sometimes 
related to the model not describing the data well

3. Transform data and repeat your original analysis: The dependent variable, or 
other variables, can be transformed so that model assumptions are met

4. Use nonparametric tests

5. Use robust methods: There are other statistical methods which are robust to 
violations of parametric assumptions or are nonparametric



How to Transform Data
ÅCommon transformations: square root, cube root, and log-transformations
Å If data include zero: must add/subtract a constant

Å Example: log(survey$weight+ 1)

ÅUse a generalized linear model that incorporates a specific distribution link 
function that characterizes your data



Parametric vs. Non-parametric Models
Å Non-parametric models assume that the data distribution cannot be defined 

in terms of such a finite set of parameters (mean, variance)
Å Distribution-free or the parameters of the 

distribution are unspecified

Å Ordinal or nominal data

Å Usually, non-normal data can be transformed 
to use parametric tests; but there are many
non-parametric equivalents that do not require
data transformation 



Examples of Non-parametric Tests



Statistical Tests
ÅStatistical test statistic: numerical result of the statistical test
Åi.e. t-test critical value

ÅProbability value (p-value): 
measures the probability that observed 
or more extreme differences would be 
found if the null hypothesis were true

ÅA small p-value means that it is unlikely 
that a difference would have been 
observed due to random variation 



Errors in Hypothesis Testing



P-values and Statistical Significance



Confidence Intervals
ÅConfidence Interval: range of valueswe are fairly sure ourtrue valuelies in

ÅFactors affecting the width of the confidence interval include the size of the 
sample, the confidence level, and the variability in the sample

ÅCalculate confidence interval: 

ὢ ᾀ

where z is the test statistic from a given CI percentile (usually 1.96), s is the 
sample standard deviation, and n is the number of samples




